
Academic Editors: George Manolitsis

and Grace Oakley

Received: 7 April 2025

Revised: 9 May 2025

Accepted: 12 May 2025

Published: 15 May 2025

Citation: D’Agostino, J. V., & Briggs,

C. (2025). Validation Analysis During

the Design Stage of Text Leveling.

Education Sciences, 15(5), 607. https://

doi.org/10.3390/educsci15050607

Copyright: © 2025 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license

(https://creativecommons.org/

licenses/by/4.0/).

Article

Validation Analysis During the Design Stage of Text Leveling
Jerome V. D’Agostino 1,* and Connie Briggs 2

1 Department of Educational Studies, The Ohio State University, Columbus, OH 43210, USA
2 Department of Literacy and Learning, Texas Woman’s University, Denton, TX 76204, USA;

cbriggs59@gmail.com
* Correspondence: dagostino.22@osu.edu

Abstract: Using leveled books to ascertain students’ reading levels has been found to yield
scores that are not sufficiently reliable and that lack criterion-related validation evidence.
One reason for these findings is the sole reliance on content validation to level books.
We present in this study a demonstration of an integrated leveling process for assessing
the complexity of text passages. The procedure, which capitalizes on conventional test
development practices such as field-testing items, contains a built-in validation process
that allows for the selection of text that falls along a confirmed gradient of difficulty, from
easy to advance levels of challenge. The integrated leveling process applies both well-
established procedures for assessing text levels of complexity as well as a thorough item
analysis of the books through pretesting. The resulting assessment tool provides rich
information to identify student competencies and needs, inform instructional decisions,
and document progress.
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1. Introduction
Estimating the complexity or difficulty of text has been one of the more ubiquitous

research topics in educational research for many decades. Since the early days of the
McGuffey readers in the 1830s, several quantitative and qualitative approaches have been
developed to assess text readability for the primary purpose of targeting text to a reader’s
proficiency level. The importance of matching the reader and text is driven by the purpose
of the task. If the goal is for instructional purposes, precision may be less critical, but if the
goal is to make a high-stakes decision, such as for student screening or placement purposes,
the reliability and validity of the book difficulty level are of the utmost importance.

Because there are numerous properties of text that can be considered to scale difficulty,
leveling systems tend to focus on either quantitative aspects of text that can be coded
and counted or qualitative features that require human judgment (Chall, 1958; Council
of Chief State School Officers, 2010). Commonly used quantitative methods, such as the
Flesch–Kincaid Grade Level formula (Kincaid et al., 1975) and Lexile Framework (Stenner,
2023), rely on features such as word frequency, average sentence length, sentence count, and
number of prepositional phrases. Language conventionality, depth of meaning, text struc-
ture, knowledge demands, and age-related content appropriateness and interests are some
features that commonly are captured by qualitative leveling models (Fisher et al., 2012).

Quantitative and qualitative text features are not duplicative, and thus, applying the
respective set of features will not produce the same ordering of text from least to most
complex. Chall (1958) equated the difference in readability measurement to personality
assessments—some were survey-based that produced quantitative scores, while others
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were projective tests that provided the examiner deeper insight into the intricacies of
an individual’s personality that the broad-based quantitative measures could not detect.
The focus on different text features between the two approaches was documented by
Cunningham et al. (2005) when they found that only 60% of the book level variance of
qualitatively coded text could be explained by 18 codable text features. None of the word-
level features correlated with the order of books by level. Similarly, Hiebert and Tortorelli
(2022) found that no word-level features were included among the five characteristics that
explained 80% of the book level variance among three qualitatively leveled systems. The
most predictive metrics (semantics, syntax, structure, mean sentence length, and number
of words) were those that were closely aligned with the text characteristics commonly
considered in qualitative leveling procedures.

Leveling systems also vary greatly in the degree to which their reported difficulty levels
have been validated. Generally, qualitative leveling systems have been subject to far fewer
validation analyses than quantitative systems, leading to concerns regarding the precision
of qualitative book leveling. Issues with their reliability (Fawson et al., 2006; D’Agostino
et al., 2021), diagnostic and screening accuracy (Parker et al., 2015; Klingbeil et al., 2023;
Klingbeil et al., 2017), and accuracy of students’ book level assignments (Burns et al., 2015)
have been raised. Students’ unique background knowledge, tester idiosyncrasies, and
arbitrary cutscores are likely sources of text level score error, but another important source
is the lack of validation evidence for qualitative leveling systems. The goal of this study was
to develop a leveling approach that begins with qualitative leveling, but that incorporates
field-testing followed by statistical item analysis into the design process. We demonstrate
how adding this step during design can lead to a final set of books that likely will yield
more accurate student reading levels. Thus, this approach integrates formative validation
evidence into the developmental process.

1.1. The Role of Validation in Text Leveling

Not only have the features of text used to scale books and reading passages differed
across quantitative and qualitative leveling methods, but the emphasis placed on validation
evidence and the forms of validity relied on to justify levels have also differed. The
reasons for these validity differences likely stem from their respective design and data
collection approaches.

Qualitative approaches tend to start with a set of written characteristics that define
various levels of text (see, for example, Peterson, 1991). Subject matter experts (SMEs)
are tasked with assigning a level with descriptors that best match the features of a book
or text passage. In this way, qualitative procedures are akin to SMEs applying a holistic
scoring rubric to judge the level of each book (Pearson & Hiebert, 2014). Once SMEs have
completed their tasks and have settled their rating discrepancies, the leveling process
is mostly completed. Often, there are no additional analyses to confirm the accuracy of
book levels.

The qualitative design approach is similar to the first stage of test development, where
items are written or chosen to represent content standards or learning objectives. In the
case of qualitative leveling, the content body is commonly based on a theoretical notion
of the features that define various gradations of complexity. SME decisions essentially are
judgments of the content and vertical alignment of the books and text level descriptors that
define a domain to be tested. Through this process, content validation evidence is obtained
to justify book levels.

Validation evidence based on content has been, for decades, one of the more contro-
versial sources of validity. According to Sireci (1998), some measurement experts question
whether content analysis produces validation evidence, whereas other psychometricians
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have argued for its criticality in establishing that a test measures what it was designed
to measure. Few would argue, nonetheless, that content alignment alone is sufficient to
make definitive validation claims. Lack of additional evidence, especially the forms that
rely on student performance, led Pearson and Hiebert (2014) to conclude that, “To our
knowledge, no one has conducted a direct validation of any of these leveling systems to
determine whether the text assigned to a level provide just the right challenge for students
judged (or more likely assumed) to be reading at that level”, (p. 162). Qualitative leveling
methods have lacked the standing of quantitative methods because their developers have
focused almost entirely on one source of validation evidence during the design phase,
which has not only been construed as insufficient but also possesses the biases inherent in
human judgment.

Quantitative methods generally have adopted a different approach to establishing text
difficulty levels than qualitative methods. Whereas qualitative leveling focuses on assigning
levels to a finite set of books or passages using a predetermined set of text features by level,
quantitative methods strive to identify the most predictive formula based on an optimal
set of text characteristics. Thus, the goal is to produce a generalizable equation that can be
applied to as many books and passages as possible. Generating the best algorithm typically
requires a finite set of previously leveled text. Many of the earlier quantitative methods
relied on the same set of graded reading passages, which came from the McCall–Crabbs
Standard Test Lessons in Reading (Klare, 1974–1975). More recent validation studies have
adopted criterion indicators based on the difficulty levels of reading passages based on
student performance data (for example, see Cunningham et al., 2018).

In a sense, the quantitative leveling procedure is akin to conducting a criterion-related
validity study, with the previously leveled text serving as the external criterion. Typically,
however, in a criterion-related validity study, a previously developed test is used to predict
an established criterion-indicator to evaluate the predictive accuracy of the test in a summa-
tive manner. Given the aim to develop the “test” that best predicts the criterion, quantitative
leveling has a validation process that is integrated into its formative design stage.

Some contemporary quantitative approaches are developed using more theoretically
driven and iterative validation procedures. The Lexile system, a quantitative method
based primarily on sentence length and frequency of words in print, was built in the 1980s
on a theory of semantic and syntactic components that stipulates various levels of text
complexity (Stenner, 2023; Stenner et al., 1983). The developers first generated separate
prediction equations for semantic and syntactic features of Peabody Test items and reading
passages with known difficulty values and then combined the two equations to generate
an overall algorithm, which was validated and refined through the further prediction of
400 pilot test item p-values.

The development of a more recent Lexile system designed to capture the text com-
plexity of early-grade reading passages represents an even more direct usage of student
performance data as part of the production process. Fitzgerald et al. (2015) asked teachers
to judge the complexity of text passages. Using Rasch measurement, the passages were
scaled from easiest to hardest based on the teachers’ judgments. The authors also scaled
the text passages using primary-grade students’ responses to maze tasks while reading
the text passages. The correlation between the two resulting Rasch scales was 0.79. Once
the passages were scaled, the authors identified the text features that best explained the
gradation of passage difficulty using forest regression. The student empirical data, there-
fore, were used in conjunction with the teacher judgment data as concurrent validation of
the scale. Note that, because the overarching goal of quantitative approaches is to identify
universal algorithms to score other text passages, the student data were not used to refine
or adjust the passage difficulties estimated from the teacher judgments.
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In designing the Coh-Metrix system, Graesser et al. (2011) developed a computer-
based program that produced multiple scores for a body of text on numerous word-
level, sentence structure, and discourse-level elements. In the development phase, they
conducted an internal structural validation study in the form of principal component
analyses to determine which characteristics fit together to produce the best subscores. They
identified an eight-factor solution that led to eight subscales that together represented the
various levels of text and discourse features. Thus, a conventional validation process was
incorporated into the design of the final multidimensional model.

It is not the case that validation analysis only occurs during the development stage
of text leveling. Several summative cross-validation studies have produced evidence that
text levels relate well to external measures. Nelson et al. (2012) evaluated the criterion-
related validity of seven quantitative approaches by comparing the known difficulty of test
questions and reading passages from standardized achievement tests to the text complexity
of the passages computed using the seven different methods. The correlations between
the metric values of text difficulty and assigned grade level of reading passages ranged
from 0.50 to 0.80 on state tests, from 0.60 to 0.80 on the SAT-9, and 0.45 to 0.86 on the
Gates–MacGinitie. Correlations between the metric scores and the average difficulty of the
comprehension items that followed the passages ranged from 0.70 to 0.80 on the SAT-9 and
0.37 to 0.81 on the Gates–MacGinitie.

Cunningham et al. (2018) regressed 330 reading passage difficulties spanning grades 1
to college that were derived from students’ scores on embedded cloze items on the Flesch–
Kincaid and Lexile Framework formulas. The authors found that word complexity was a
better predictor than sentence complexity, but overall, both tools poorly predicted the grade
level of the passages, leading the authors to conclude that both systems lacked sufficient
levels of criterion-related validity.

There has also been a fair degree of validation research on qualitative methods. Many
Informal Reading Inventories have been subject to extensive reliability and validity analyses
(see Nilsson, 2008; Spector, 2005). Hoffman et al. (2001) found that when students read
harder books from a leveled series, their accuracy and fluency decreased as a function
of book level, a finding that has been supported in at least one other study (Center for
Research in Educational Policy [CREP], 2009). Students’ assessed reading levels derived
from qualitative methods also have been found to correlate with scores from other reading
measures (e.g., CREP, Gómez-Bellengé et al., 2005).

Summative validation analyses, however, rarely, if ever, are relied on to adjust the
difficulty of books or text passages. Often, validation studies performed after books
have been leveled are not conducted by the individuals who leveled the books, and most
summative studies are not designed to yield the psychometric information necessary to
modify book levels. For qualitative methods that rely on content review as the sole source
of validity evidence, incorporating conventional empirical item pretesting analyses into the
design phase may dramatically improve the accuracy of leveled books.

1.2. Empirically Based Item Review Analysis in Test Development

The Standards for Educational and Psychological Testing (American Educational Research
Association et al., 2014) contain eight standards that pertain to item development and review.
Perhaps, the key standard in that area, Standard 4.8, states that item empirical analyses
(when sample size permits) should be conducted to check the psychometric properties
of items, and the resulting information should be used in conjunction with expert item
review judgments. Rarely are standardized tests used for higher-stakes purposes developed
without regard for Standard 4.8. Pretesting items by administering them to a representative
sample of eventual test takers provides important psychometric information about the



Educ. Sci. 2025, 15, 607 5 of 17

items as well as the degree to which they work together to produce sufficiently reliable and
valid scores.

One major purpose for item pretesting is to estimate each item’s difficulty based on
student performance (Livingston, 2006). This information is especially useful in leveling
because experts are not only asked to review the content of books but also to judge their
difficulty and order among the other books in the set. Though the judgment of item
difficulty typically is not conducted as part of item review for standardized tests, there
is a growing body of evidence that experts, although good at ordering items in terms of
difficulty, tend to underestimate the difficulty of items (Urhahne & Wijnia, 2021), especially
easy items (Sayin & Gören, 2023).

Another critical reason to pretest items is to examine if they fit the hypothesized scale
(American Educational Research Association et al., 2014). Following the tenets of item
response theory, items fit the scale when students expected to perform successfully on
the items do perform well most of the time, and students not expected to perform well
usually do not. Deviations from these expectations often result from poorly written items
or because the scale is more multidimensional than expected. In terms of leveling, some
possible reasons for book misfit (or error) may be text difficulty variance from page to page,
or because student performance on a text is overly dependent on prior knowledge or other
features of the book cued into by the student.

Pretesting also allows the developer to assess the internal consistency of items to the
intended scale and to examine dimensionality, as was performed in the design of Coh-
Metrix (Graesser et al., 2011). Most qualitative leveling systems assume a unidimensional
model in which books or text passages fit on one scale. If too many items misfit the
proposed scale, unidimensionality cannot be assumed.

Because it is common that not all items work well to fit the scale at their expected level
of difficulty, test developers typically field test twice as many items as planned for the final
operational form (Schmeiser & Welch, 2006). Items with poor fit, unacceptable reliability
indices, or that are unexpectedly too easy or difficult for examinees are commonly removed.
Pretesting books to gather psychometric information on how each one performs can serve
the same purposes, resulting in books that work together well to define a unidimensional
scale. If an ample supply of books is field-tested that vary in difficulty, there is a greater
chance that an interval scale can be produced with books calibrated on the scale at equally
spaced distances from one another.

Based on best practices of test development, we created a leveling procedure that
addresses Standard 4.8 of the Standards for Educational and Psychological Testing (American
Educational Research Association et al., 2014). The process integrates empirical item
analyses and content review to capitalize on the advantages of human judgment, while at
the same time adjusting and confirming book levels by scaling texts based on student data.

2. Materials and Methods
The integrated book leveling process we will describe involves three steps, including

book selection and expert review to assign initial book levels, pretesting the books on a
sample of students, and choosing the final book set based on a consideration of the expert
review and empirical data. The process was first used to create a testing packet of books for
first-grade students. We will describe the sample and procedures that we followed during
the design phase of the testing packet.

2.1. Participants

Eight assessors collaborated with thirteen schools located in one of nine districts in
five states in the United States of America to conduct book pretesting from mid-schoolyear
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to spring of 2022–2023. All eight assessors were white females with an average of 36
years of teaching experience and an average of 24 years of administering leveled books to
students for testing purposes. Across the 13 schools, 129 first-grade (age 5 to 6) students
were tested. Sixty-five students were male and 64 were female. The racial breakdown
of the students was as follows: white, 49%, Hispanic, 30%, black, 15%, and Asian, 6%.
The racial distribution of the sample closely matches the population distribution among
schoolchildren in the USA.

Our goal was to identify schools located near assessors, but that together represented
a wide swath of student demographics. The states varied in their location in the country,
from the far west, central, northeast, and southeast. Two of the nine districts were in urban
areas, four were considered suburban, and three were in rural communities. The overall
reading achievement levels of the schools varied considerably. The percentage of students
in each school that scored at or above state proficiency levels varied from 26 to 93 percent,
with the average being 51 percent. There was also a diversity of students across the schools,
the percent minority status varied from 15 to 93 percent. The majority of students at some
schools were Hispanic, while at other schools, most students were either African American
or white.

Because we set out to develop a book level scale that spanned the first-grade achieve-
ment spectrum, we employed a block randomization method that maximized the variance
among students on reading proficiency. We did this by asking the teachers in the 13 schools
to rank all first-grade students in their respective schools by reading level. We then ran-
domly selected students from multiple reading level strata to participate in the study.

2.2. Procedures

The first step in the process was essentially akin to choosing the pool of items based
on content review and analysis by a team of experts. The second step follows the general
processes of empirical item analysis after the books have been administered to students,
while the third step entails the final selection of books for the testing packet.

2.2.1. Step 1: Choosing and Assigning Initial Levels to a Pool of Books

Our plan was to develop a set of books that measured twenty distinct levels (1 to 30,
skipping odd numbered levels starting at Level 10), with one book per level. Following
good test development practices, we selected more books for field-testing than we planned
to include in the final testing set. We set a goal of 75 books that met our purposes to pilot
test. Some levels had four books while other levels had three or five books.

We started with a collection of 178 books from five publishers who were willing to
provide books to be included in the testing packet. The books were initially screened by
expert reviewers who removed books that contained stereotyped characters, demeaning
representations of groups of people, or subject matter that was inappropriate for first-grade
students. They also screened books that did not (1) provide teachers opportunities to
observe student reading processes, (2) contain adequate levels of sentence and vocabulary
complexity, or (3) represent a variety of genres. Sixty-eight books were removed from the
pool during the initial screening.

The remaining 110 books were sent to a second group of SMEs who were asked to
assign a level to each book based on the following criteria:

Text Structure

• Is the story grammar familiar?
• Is the organization structure of the text (sequence, description, devices like compare

and contrast) appropriate for the age or grade level of the reader?

Language and Vocabulary
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• To what degree will the vocabulary be familiar to readers?
• To what degree does the text contain content-specific or disciplinary language?
• To what degree does the text contain literary language (figurative, descriptive)?

Complexity of Plot

• Does the plot proceed in a straightforward manner (beginning, middle, end)?
• To what extent are their complexities such as multiple problems and solutions, flash-

backs, flashforwards?

Levels of Meaning

• Is the text clearly understandable, or are there multiple interpretations of the important
ideas or concepts?

• To what degree is the deep meaning challenging?

Maturity of Plot

• Are the problems in the texts understandable within the life experiences of students of
the age or grade level?

• Are the characters the appropriate age?

Maturity of Subject Matter

• To what degree will the subject matter be familiar to young children?
• To what degree are unfamiliar topics suitable for young children?

Levels of Abstract Ideas

• Are ideas in the text familiar to the age of the reader?
• To what degree are the ideas in the text abstract?

Fiction and Nonfiction Genre

• To what extent is background knowledge needed to comprehend the text?
• To what extent are the concepts and content familiar?

The SMEs were also asked to rate each book on whether it was easy, average, or hard
within the level, and to strongly agree to strongly disagree on whether the book should
be included in the final set for field-testing. The 75 books with the highest ratings of
(1) agreement on book level, (2) “average” difficulty for the level, and (3) agreement that
they belonged in the final set to be field-tested were selected.

A final group of SMEs met in person to look at the 75 books in their entirety. With
the books physically organized by level from 1 to 30 on a table, they were tasked with
reviewing the assigned book levels while considering the adjacent level books and the
leveling criteria, and making any adjustments to levels if necessary. Standardized book
introductions were written by the SMEs for the final set of 75 books.

2.2.2. Step 2: Empirically Field-Testing the Book Levels

The initial book levels assigned by the SMEs were not construed as numeric levels
void of measurement error. Instead, each book’s initial level was considered “within
a band” of the assigned levels. The multistep processes that comprised Stage 2 were
required to pinpoint more accurately the specific book level. Of course, as is the case with
any assessment item, the book levels after Stage 2 also were expected to contain some
measurement error, but the goal was to shrink the band to a much smaller confidence
interval and to render an interval-like scale.

Creating the Book Forms

Each of the 75 books was randomly assigned to one of four forms, A–D. The forms
were then paired and assigned to four possible testing blocks. The blocks were designed to
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produce a chain of overlapping books across the students. Each form was paired directly
with two other forms and indirectly with a third form to create a chain of paired forms. For
example, Form A was directly paired with Forms B and C, and paired indirectly through
both Forms B and C, which were directly paired with Form D. Each participating student
was randomly assigned to one of four testing blocks, with about 32 students per block.

Establishing Testing Procedures

The eight assessors were trained on the testing protocol and research procedures. They
coordinated with school personnel to schedule in-person testing. Students were asked to
read the books from the forms they were assigned according to their block. For example,
students assigned to Block 1 were asked to read books from Forms A and B. Assessors were
asked to randomly choose one of the two book forms to begin testing. Roughly half of the
students in Block 1 started with Form A, while the other half began with Form B to avoid
possible practice or fatigue effects.

A key goal at this juncture was to ensure that (1) each book received enough student
reads to optimize the book’s difficulty estimation, and (2) to ensure that each book was
read by students who did not find the book far too easy or hard. It also would have been
unfeasible to ask students to read all 40 books that comprised their assigned blocks. Not
only would it have been too time-consuming, but the students likely would have found
many of the books too easy or difficult, which would have led to many of the reads being
useless to place the books in the proper order of difficulty on the scale. Instead, we created
a testing situation in a similar manner to how a testing company would go about vertically
equating its grades 3 through 8 assessments by having a ladder of common items on
adjacent grade level tests.

Assessors were instructed to begin testing one book level below the level indicated
by the students’ proficiency ranking, and to continue up the book levels (skipping levels
if appropriate) until a student read a second book level at under 90% accuracy (the two
sub-90% accuracy reads did not have to be consecutive). They were given the option to
stop a student’s testing after one below 90% accuracy reading if the student showed signs
of frustration or scored significantly below 90% with a loss of meaning and little to no
self-correction. Otherwise, the assessors continued until a student read a second book
below 90% accuracy. In cases in which a student read the starting book below 90% accuracy,
assessors were instructed to ask the student to read the next lowest level book. If the
student reads that book at less than 90 percent accuracy, assessors continue down book
levels until the student reads one book at 90 percent or greater accuracy.

After testing stopped on the first assigned book form, assessors were instructed to ask
the student to read three books from the second assigned book form, starting with two
levels below the level for which testing was completed on the first form and finishing at
the same level for which testing stopped on the first form. Figure 1 provides an example of
how testing proceeded according to the protocol. The figure depicts a scenario in which
the assessor commenced testing at Level 4 because the school ranking sheet indicated the
student was reading at Level 5. Testing continued until Level 9, which was the level the
student read below 90% the second time. The tester then asked the child to read Levels 7–9
of the second form.
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Figure 1. Testing protocol example. The blue arrows represents the sequence of books presented to
the hypothetical student, and the cell entries indicate the hypothetical accuracy score of the student.

Besides recording the accuracy of each reading, assessors scored the student’s fluency
using the four-point NAEP Oral Reading Fluency Rubric (United States Department of
Education, 1995). The accuracy and fluency scores from the readings served as the primary
outcomes used to scale the books.

3. Results
The 129 students read an average of seven books during testing (minimum of 2,

maximum of 16) for a total of 931 readings over the 75 books. The raw accuracy scores were
not considered suitable for scaling directly because many of the values between 0 and 100
had no observed scores, and most of the scores tended to be clustered from about 85 to 100.
To produce a more manageable accuracy scale for data analysis, the values were recoded
from 0 to 100 into a 0–20 scale while maintaining score order.

The accuracy and fluency values per reading were subjected to a Rasch-based facets
analysis, with students, books, and the two outcomes (accuracy and fluency) as the specified
facets. Figure 2 presents a map of the distribution of elements in each facet. The scale is
presented in a vertical fashion, with the highest-scoring students and most difficult books
at the top. Note that the range of student scale values (from 42 to −5) was greater than
the range of book difficulty values (1–30), which indicates that student proficiency had
a greater distribution than book difficulty—a desirable result if the goal is to accurately
calibrate the difficulty level of books. The two columns on the far right are the accuracy
and fluency score placement values on the scale. The values for both outcomes were in the
expected order, with the highest possible value at the top, the lowest possible value at the
bottom, and all other values falling in the correct order from highest to lowest.

The alpha coefficient, a measure of internal consistency reliability, was 0.97 for the
students, indicating that the books yielded reliable estimates of students’ proficiency levels.
The book’s alpha coefficient was 0.99, which revealed that, overall, the precision of the
book’s difficulty ordering was very strong.

Another set of indices to consider, which, like the alpha coefficients, indicate the degree
to which the unidimensional (i.e., a single dimension) Rasch model matches the data, are
the fit statistics. The key fit metrics in Rash analysis are infit and outfit statistics, with
values around 1 or less indicating excellent fit, and values between 1.5 and 2.0 indicating
acceptable fit. Poor fit (i.e., fit values > 2.0) results when there a numerous and/or large
unexpected responses, such as when a more proficient student struggles with an easy book
or vice versa.

Book, student, and outcome (accuracy and fluency) infit and outfit values were ana-
lyzed to address model fit. A book’s infit places greater weight on responses from students
closer to the book on the scale, whereas a book’s outfit weighs more heavily on responses
from students who are farther away from the book on the scale. The same is true for student
fit values in relation to books, and the responses of students on books for each outcome.
Only 15 of the 129 students had infit or outfit values that exceeded 2.0, which reflects an
overall good fit of the Rasch model to the student data (it is typical to have 10–15% of
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students who misfit an otherwise unidimensional scale). The fit values for the two outcome
measures, accuracy and fluency, were near one, indicating that the two measures worked
well to create an oral reading proficiency scale.
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Because the goal of the project was to place the books on a gradient, their fit values
were of primary consideration. Table 1 presents the key metrics for the books ordered in the
table from most to least difficult. Along with the measures, which were re-scaled from 1 to
30, each book’s standard error (SE) and fit statistics are provided. The book labels indicate
the form for which the books were assigned and the initial level assignments (e.g., D28 is a
book assigned to Form D that was initially considered a Level 28 text).

Table 1. Final book statistics and books selected to represent tested levels.

Book Measure SE Infit Outfit Selected As

D28 30.02 0.88 0.80 0.75 30
C30 29.14 0.92 0.32 0.72
B30 29.02 1.04 0.55 1.06
C28 28.51 1.09 0.46 0.84 28
D30 28.33 1.32 0.32 0.50
C24 27.86 0.82 0.40 0.73
C26 27.65 0.88 0.63 0.65
A28 27.58 0.63 1.19 1.22
C20 27.17 0.88 2.66 1.39
B26 26.79 0.75 0.76 0.57 26
A26 25.46 0.97 0.45 0.51
A22 24.55 0.70 1.55 1.12
A24 23.73 0.79 0.80 0.69 24
C22 23.06 0.62 0.51 0.91
D22 22.89 0.73 0.34 0.32
D24 22.60 0.77 0.81 0.86
D20 22.14 0.61 0.89 0.91
B24 22.10 0.68 0.45 0.39 22
D18 21.93 0.68 0.33 0.32
A20 21.56 0.75 0.51 0.69
C18 20.12 0.84 0.91 1.11
A18 19.60 0.82 0.19 0.52 20
D16 19.28 0.78 0.67 0.92
B16 19.15 0.87 1.42 1.05
A16 19.03 0.89 2.16 1.24
C16 18.82 0.86 0.56 0.80
B18 18.23 0.89 1.05 0.55 18
C14 17.76 0.78 0.94 0.93
A14 17.61 0.99 1.13 0.81
C12 17.17 0.80 1.01 1.19
B14 17.13 0.88 0.53 0.48
D12 17.07 0.65 0.44 0.48
A12 17.04 0.84 0.86 1.88
D14 16.81 0.72 0.75 0.93 16
B10 16.40 0.71 2.43 1.75
A10 16.16 0.90 1.21 0.82
A5 15.72 0.66 0.73 0.83
B9 15.48 0.72 0.76 0.47
D9 15.21 0.77 0.43 0.35
B5 14.96 0.65 1.52 0.85
B7 14.90 0.66 0.44 0.44
D6 14.78 0.69 0.85 0.74

D10 14.71 0.69 1.05 1.17
C10 14.57 0.76 1.53 1.24
C7 14.37 0.60 0.54 0.83 14
B8 14.19 0.74 1.13 1.00
A8 13.82 0.73 0.83 0.79
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Table 1. Cont.

Book Measure SE Infit Outfit Selected As

C6 13.71 0.55 0.69 0.56
C9 13.69 0.76 0.47 0.51
A9 13.66 0.78 3.07 2.81
D8 13.61 0.76 0.41 0.49
D7 13.17 0.60 0.34 0.73
B12 13.04 0.98 0.71 1.59
C4 12.56 0.64 1.20 1.11
A7 12.34 0.67 1.01 0.95
B6 12.31 0.60 0.40 0.49 12
A6 11.85 0.51 1.11 1.16
C3 11.19 0.52 0.84 0.84
C8 11.13 0.86 1.89 1.66
D4 10.47 0.63 0.83 0.58 10
D5 9.34 0.60 0.63 0.43 9
B4 8.95 0.52 1.34 1.10
C5 8.74 0.57 0.94 0.62
A4 8.23 0.47 0.85 0.88 8
B2 7.20 0.51 1.83 1.46 7
A3 6.15 0.44 1.77 1.93 6
D3 4.92 0.48 1.16 0.99 5
B3 4.76 0.47 1.84 1.42
A2 4.38 0.56 1.68 1.34
D2 4.27 0.52 1.72 1.23 4
C2 3.59 0.50 3.33 2.95
B1 3.40 0.50 2.18 1.55
D1 3.12 0.57 1.37 1.00 3
C1 2.30 0.60 1.90 1.69 2
A1 0.99 0.58 2.05 1.37 1

It can be seen from Table 1 that book scale values mostly coincided with the originally
assigned book levels. Figure 3 presents the scatterplot of the empirically-based scale
measures and the initial levels of the 75 books. Both the linear and quadratic regression
lines are provided. The linear correlation between the two variables was 0.95, indicating
very good correspondence. The quadratic line significantly improved the fit (increasing
the R2 from 0.90 to 0.92) over the linear regression. The slope of the quadratic pattern was
steeper over the first five initial book levels, indicating that the empirical data suggested
more book level variance than the initial levels at the beginning of the scale. Further, in
some cases, the scale positions were askew from the initial book level assignment, such as
the two books considered to be at Level 5 that had empirically scaled calibration values at
Levels 15 and 16, respectively.

Overall, 7 of the 75 books had greater than 2 infit or outfit values. The fit values,
however, were not equivalent across the scale. Generally, model fit was better for books
with scale values ranging from 11 to 30, indicating little noise in the data in that range
(except for a few books, such as C20 and A16). More noise was apparent in books ranging
from 1 to 11. Even though there were only three books in the lower range with greater than
2 fit values, there were a few items with misfit values that approached 2.
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Step 3: Selecting Books for the Final Testing Set

From the book properties presented in Table 1, we selected 20 books that defined
Levels 1–10, and even-numbered levels from 12 to 30. The 20 selected books with their final
levels are noted in the far-right column of the table. We based our selection decision on
the book’s empirical scale values that were closest to the SME initial levels, that had the
smallest standard errors, and that had the best fit values. Although we prioritized books
with scale values that matched the SME judgments, 15 of the 20 books were selected to
represent levels that judges initially assigned to different levels during Step 1. Thus, Step 2
in this integrated leveling process is more than summative validity confirmation—it serves
the necessary role of pinpointing with greater accuracy the order of books based on student
performance data.

4. Discussion
Though the benefits of qualitative leveling systems have been acknowledged, their

full potential has been limited due to questions and concerns regarding their reliability and
validity. We maintain that many of the identified psychometric limitations stem from the
near sole reliance on content validation methods during the leveling process, which results
in human judgment error in book difficulty ordering. Using conventional empirical field-
testing procedures, we presented a means of rectifying these limitations that we anticipate
will yield more reliable and valid scores of students’ reading levels. The next step would be
to use the final book set for operational testing purposes and examine the degree to which
the new design process yielded more reliable and valid student scores.

Although the empirical difficulty values of the books and their initially assigned levels
by experts correlated at 0.95, integrating an empirical pretesting phase into the design
process led to the production of a more finely tuned testing packet for several reasons. One,
it provided the opportunity to confirm the accuracy of the experts’ initial level assignments.
In this case, the empirical evidence mainly supported the order of the initial book levels,
but as revealed in Figure 3, there was variation among the books initially assigned to the
same levels. For example, without the field-testing results, we would have assumed that
the four books considered to be at Level 5 were all at the same difficulty level, when the
field-testing revealed that two were closer to Level 10 and two were closer to Level 15.
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Second, field-testing helped identify books that did not contribute to the reliability and
validity of the final scale. Books with initial levels that did not match the empirical data,
and books with excessive noise and poor fit were identified and not considered for the final
set. Third, and because we had an ample supply of field-tested books from which to choose,
field-testing allowed us to identify the books with empirical data that best matched the
experts’ judgments and that represented relatively equidistant points on the scale. When
the Rasch model sufficiently fits the data, which all indices converged to suggest in our
study, the final scale has interval properties.

Choosing books for the final set that have the same or similar empirical data and
expert judgment levels is important if one wishes to maintain the model or theory that
explains the rise in text complexity. Although we prioritized selecting books with empirical
levels that matched the expert’s original levels, we were only able to do so for 5 of the 20
books that we chose for the final set. The correlation, however, between the initial and
empirical levels for the final 20 books was 0.98, indicating that the relative ordering of the
books in the set was mainly maintained.

Most of the mismatch between initial and final levels was at the lower end of the scale,
where books were the noisiest, but also where there was a steeper relationship for the first
five initial levels, resulting in those levels spanning about 15 data-based levels (see Figure 3).
Identifying the reasons for disparities between the two sources of information (expert and
empirical) was not a goal of this study, so any proposed explanation is speculative.

For one, as evinced by the greater error among the least difficult books, the disparity
in levels at the lower end of the scale could be due more to attributes of the students than
book properties. For one, reading development is in greater flux among students lower on
the scale than more proficient students. If lower-performing students varied more in their
word knowledge levels, they may have performed better or worse than expected on books
that happened to contain words they knew or did not know. Two, there may have been
a greater proportion of English as a Second Language (ESL) students at the lower scale
values. Assessors may have had more difficulty ascertaining their fluency levels on each
reading, adding to noise in the books at lower levels.

Another possible source for the disparity among the lower-level books pertains to the
leveling criteria. There may be text characteristics that are not accounted for in the leveling
rubric used by the experts, which, if considered, would have distinguished between finer
book levels at the lower end of the scale. This explanation is somewhat counter to Hiebert
and Tortorelli’s (2022) finding that lower-level books have fewer distinguishing features,
although in their study, they examined qualitatively leveled books with fewer levels at
grade 1 compared to the testing packet we developed in the current study. Further, it is
important to consider that our study may be the first one in the literature base that directly
compares the lift in book levels as estimated by a leveling process (be it quantitative or
qualitative) to the book calibrations estimated from student performance data. Hence, there
is likely considerable variability in text difficulty derived from asking children to read
books that existing quantitative and qualitative models do not explain.

A common practice in leveling text is to order the books based on students’ comprehen-
sion of the material. Although this approach at a minimum relies on student performance
data to level text, it comes with some potential limitations. For one, measures that may be
more efficient, such as cloze or maze tasks that were used in studies such as Fitzgerald et al.
(2015), have been shown to provide a limited assessment of comprehension. More specif-
ically, cloze and maze tasks may reflect within-sentence comprehension, but have little
validity as measures of more global intersentential comprehension (Shanahan et al., 1982).

Secondly, oftentimes comprehension questions are specific to a reading passage, re-
sulting in comprehension questions varying across passages. Because the questions across
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passages are not the same, or even if they are identical (such as “What’s the main idea?”),
there is no way to equate the difficulty of the questions from passage to passage. Thus,
text may be ordered less by their complexity and more by the difficulty of the specific
comprehension questions associated with each passage. Instead, we used a standardized
fluency rubric that was not dependent on the text. Kuhn et al. (2010) articulated that
fluency and comprehension have a reciprocal relationship, with fluency serving as a bridge
between decoding and comprehension. Thus, we decided to measure fluency instead of
comprehension as a means of capturing students’ general understanding of each book.

The study was meant to demonstrate how field-testing books can add to the precision
of book leveling, but even as a demonstration, the study had some limitations that should
be considered. Perhaps the most obvious limitation is that the samples of students and
books were specific to the first grade, rendering it unknown how well these methods
could be applied to fine-tuning text levels at other grades. A related limitation is that
we fine-tuned books that were initially leveled by SMEs using a certain set of qualitative
leveling criteria designed to yield 20 distinct levels. It is yet to be determined if the same
outcomes would result if another leveling system were to be used by SMEs with different
criteria and a different set of leveled categories.

Although not a goal of our demonstration, we did not attempt to ascertain if certain
attributes of the students influenced the leveling process, which is another study limitation.
Future research that utilizes our methods should consider whether books follow the same
ordered pattern for students with disabilities or ESL students, or if book difficulties function
differently based on the gender or ethnicity of students. Differential item functioning (DIF)
analysis, which often is conducted during test design (Schmeiser & Welch, 2006), could
be employed to determine if certain books or text are significantly more difficult after
controlling for overall proficiency for certain student subgroups, such as boys versus
girls, ESL versus non-SEL students, or minoritized versus non-minoritized students. To
increase testing fairness, those books that display DIF can be reviewed for potential bias
and removed from the testing pool.

As the validity process does not cease past the development stage, we continue to
investigate if the new testing packet yields student scores that can be validly used for
those purposes. The next validation step is to embark on a series of studies framed within
a validity argument (see Chapelle & Voss, 2021, for a set of argument-based validation
studies in the closely related field of language assessment), that would involve establishing
claims that would signify that valid use of the scores, and to collect evidence that either
supports or refutes the claims. Ultimately, further validation evidence would be warranted
to support the claims that the scores can be used effectively to (1) gain information about
where to begin reading instruction with individuals or small groups of children with varied
strengths and needs, (2) monitor student reading proficiency over time, (3) and to make
decisions on whether students require additional instructional support for reading. As we
have demonstrated in this study, the first step in that process is to create a testing packet
based on field-tested empirical evidence.
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